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AI=Trustworthy

Source: http://medscape.com/viewarticle/987549
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Reproducibility in machine learning for health research: Still a ways to go. McDermott et al., SCIENCE 
TRANSLATIONAL MEDICINE 2021

https://arxiv.org/abs/1907.01463 

Systematic evaluation of
300+ papers in: 

● Computer vision

● Natural language processing

● General Machine Learning (ML) 

● Machine learning for health (ML4H)

Valid → Reproducible 

https://arxiv.org/abs/1907.01463


Synthesizing robust adversarial examples Athalye, et al., (ICML) 2018
https://arxiv.org/abs/1707.07397 

Deep learning models for electrocardiograms are susceptible to adversarial attack

Han et al., NATURE MEDICINE 2020 https://arxiv.org/abs/1707.07397

SEE ALSO: Adversarial attacks on medical machine learning, Finlayson et al., SCIENCE (2019)

Reliable → Not Brittle



Machine Learning COVID019 Detection from Wearables: The importance of study design. Nestor et al.  (Accepted)

Preprint of prior version available: https://www.medrxiv.org/content/10.1101/2021.05.11.21257052v1

SEE ALSO: The performance of wearable sensors in the detection of SARS-CoV-2 infection: a systematic review,  Mitratza & Goodale et al. LANCET DIGITAL HEALTH
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Unmitigated Bias → Unfairness

Classifier trained on existing data can exhibit unequal error rates 
across races

Why Is My Classifier Discriminatory? Chen et al., (NeurIPS) 2018 
https://arxiv.org/abs/1805.12002



Bias in medical AI products often runs under FDA's radar, Hosgor & Akin STAT+

https://www.statnews.com/2023/01/09/four-types-bias-medical-ai-running-under-fda-radar/

Lack of Representation → Unmitigable Bias

Percentages of 518 FDA-approved AI products that submitted data covering sources of bias



New sources of Bias

Source: https://openai.com/blog/chatgpt/
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>140 Articles
Methods and best practices

Private?

Extracting Training Data from Large Language Models, Carlini et al.

https://arxiv.org/abs/2012.07805
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Extracting Training Data from Large Language Models, Carlini et al.

https://arxiv.org/abs/2012.07805

Sample API response for daily step counts. Source: 
https://dev.fitbit.com/build/reference/web-api/activity/



Assess risk, then choose tradeoffs

Hypothesis 
generation

Treatment 
decisions

DiagnosticsScreening Triaging

Science Health care

Target 
Identification
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Safe
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(example)



Trust → Verifiable (formally & automatically)

Standardized data description (e.g., Datasheet for Datasets)

Standardized model descriptions (e.g., Model Cards) 

Open benchmarks (e.g., DREAM Challenges)

Standardized reporting metrics
Open interoperable protocols

Proof of human-centric design

https://dreamchallenges.org/

 Mitchell & Gebru et al. 2018

Gebru & Krawford et al. 2018
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